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Improving 2D representation with 3D priors
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2D representation Semantic segmentation tasks



Improving 2D representation with 3D priors

3

2D representation Instance segmentation
/ Object detection tasks



Improving 2D representation with 3D priors
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3D priors: Knowledge on sofa’s geometry

Instance segmentation
/ Object detection tasks

2D representation



Prior work uses heavyweight 3D scene scans.

Pri3D (Hou et al. 2021)
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Image credit: Pri3D (Hou et al. 2021)



Prior work uses heavyweight 3D scene scans.

Our method:
Utilizing lightweight CAD models as a 3D prior
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Pri3D (Hou et al. 2021)



Key idea: Joint 2D-3D space with Chamfer Distance

Geometric-aware 2D-3D embedding space

Similar shape
(Low Chamfer Distance)
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State-of-the-art performance

mIOU Improvement
from 2D-only methods

mIOU difference
from methods using 3D scenes

*Compared to SimCLR (Chen et al.)
NYUv2 semantic segmentation

*Compared to SOTA (Set-InfoNCE, Chen et al.) 
NYUv2 semantic segmentation

+ 1.83 - 0.16



Unlimited (psuedo) training pairs

CAD 
Reconstruction

Massive RGB-CAD pairsMassive RGB data
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Common approach to solving 2D object understanding

2D Encoder Task-specific
decoder

Output for the target taskLatent 2D
representation
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2D Self-supervised encoders

SimCLR (Chen et al.) MAE (He et al.)

2D 
Encoder

MAE 
2D 

Encoder

MAE
decoder

Learning through 2D augmentations Learning through 2D masked modelling
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Drawbacks of 2D self-supervised encoders

Limited geometric information:
Flipped or different crops

Unseen view

?

https://www.naturalbedcompany.co.uk/product/kyoto-japanese-bed-headboard/
13



Better 2D understanding through 3D priors

Image credit: Pri3D (Hou et al. 2021) 14

Pri3D (Hou et al. 2021) 



Better 2D understanding through 3D priors

Pri3D (Hou et al. 2021)

Alternative 3D priors?
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Better 2D understanding through 3D priors

Our method:
Utilizing lightweight CAD models as 3D priors
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Pri3D (Hou et al. 2021)



Improvement from

• ResNet-based 2D SSL 

• ViT-based 2D SSL 

on total of 4 object understanding tasks 

across 6 datasets

State-of-the-art results
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(Semantic segmentation, Instance segmentation, Object detection, Object retrieval tasks)

(NYUv2, ScanNet, SUNRGB-D, COCO, ADE20k, Pix3D)

Performance difference from 
methods with 3D scenes

** From SOTA (Set-InfoNCE, Chen et al.)
on NYUv2 semantic segmentation

- 0.16**



Our key idea

Geometric-aware 2D-3D embedding space

Similar shape 
(Low Chamfer Distance)

Dissimilar shape
(High Chamfer distance)
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3 Contrastive loss functions

1. Geometric-aware CAD features

2. Discriminative visual features

3. Cross-modal sharing 2D-3D properties
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1. Geometric-aware CAD features
Sampled mini-batch

Chamfer 
mining

Chamfer 
mining

CAD 
Encoder

Proj.
Head
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attract
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2. Discriminative visual features
Sampled mini-batch

2D 
Encoder

Proj.
Head

Augmentation

Augmentation
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3. Cross-modal sharing 2D-3D properties
Sampled mini-batch

22



3. Cross-modal sharing 2D-3D properties
Sampled mini-batch

23

2D-3D 
knowledge sharing



No groundtruth pairs are required

Paired RGB-CAD dataset
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No groundtruth pairs are required

2D-3D 
generator

ROCA (Gumeli et al.)

RGB-CAD retrieval works
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No groundtruth pairs are required

2D-3D 
generator

RealFusion (Melas-Kyriazi et al.)

3D generation works
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No groundtruth pairs are required

2D-3D 
generator

Acquired pseudo-pairs
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2D-3D 
generator

Unlimited availability of training pairs

Massive RGB-CAD pairs
Massive-scale of RGB data

28ROCA (Gumeli et al.)



Experimental results
Semantic segmentation task
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Experimental results

Our preliminary experiment on pseudo-pairs

5.95
times larger*

pre-training data

+ 0.15 
mIoU

31* 50k RGB-CAD training pairs collected from ImageNet and COCO dataset
while the original setting is Pix3D dataset with 7k ground truth pairs.

over SOTA (Set-InfoNCE, Chen et al. 2022)  in 
NYUv2 semantic segmentation 



Experimental results

• Instance segmentation and object detection 
(NYUv2, Indoor/ Outdoor COCO)
• Outperformed SOTA in all settings

• Object retrieval (Pix3D)
• +3.13 (Resnet-50) and +1.75 R@1 from SOTA 2D-only works
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Full information in the paper!



Conclusion

• Learning geometric-aware 2D representaion via CAD models

• Competitive performance to methods that use 3D scenes

• Can be trained on synthetic data
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Thank you for listening!
Please visit GeoAware2dRepUsingCAD.github.io for a full paper
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