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Overview of Method
We present CBAFed, a new method to deal with federated semi supervised learning task.

    
· For labeled clients, we introduce residual weight connection to make training more stable and reach better optimum.

     ·
For unlabeled clients, we propose fixed pseudo labeling, class balanced adaptive thresholds and tain class data 
discovery to deal with Non-IID problem in federated learning 



Experimental Results and Analysis 
We conduct experiments on five datasets and do lots of analysis 



Introduction
Semi-supervised learning aims to effectively utilize both small size labeled data and large size unlabeled 
data.

In recent years, with the development of federated learning, federated semi-supervised learning(FSSL) 
becomes popular.

Compared with standard semi-supervised learning, FSSL is more challenging: 

    ·
There are no labeled data in unlabeled clients.

   
· Due to Non-IID setting, class distributions of labeled and unlabeled clients are divergent.
   
    ·
Catastrophic forgetting problems may harm pseudo labeling process.

To deal with above problems, we propose Class Balanced Adaptive Pseudo Labeling method.



Method
For labeled clients, we propose
residual weight connection
 

We periorically recall model from 
previous epoch, and use exponentail 
moving average to obtain new model

For unlabeled clients, we propose fixed pseudo labeling, class 
balanced adaptive threshold and tail class data discovery

·
Compared with traditional batch-based pseudo labeling, fixed pseudo 
labeling obtain fixed pseudo label training set at the begining of training.
·
We design class balanced adaptive thresholds via considering the 
empirical distribution of training data. Analysis shows that our method can 
set a reasonably high threshold for scarce classes.
·

To discover unlabeled data from tail classes, we propose to leverage 
information from so-called “not informative” unlabeled data by considering 
their second largest confidence.



Experimental Results
We conduct experiments on five datasets to show the superiority of our method.   

Results on ViT backbone Results on 2 labeled clients



Analysis

Analysis of residual weight connection 

Residual weight connection can make training more 
stable and finally reach better optimum, and hence 
increase prediction accuracy in pseudo labeling 
process.

We study different pseudo labeling strategies for FSSL,
experiments show that fixed pseudo labeling with 
epoch=1 is best. 



Thank you for listening!


