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Introduction: Fashion Tasks
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Text Query: Long sleeve relaxed-fit silk blazer in light peach. Shawl collar. Single-button 

closure and patch pockets at front. Breast pocket. Slits at sleeve cuffs. Vented at back. 

Cross-Modal Retrieval (XMR)

Reference Image                    Modifying Text: is a black and white dress, is strapless

Text-Guided Image Retrieval (TGIR)

Generated Caption: Grey & brown 

camo print tank top. Relaxed-fit 

tank top in tones of  grey, brown, 

and black. Signature snake 

graphic print throughout. Ribbed 

crewneck collar. Tonal stitching.

Fashion Image Captioning (FIC)

Slouchy lamb nubuck patrol 

hat in black. Wrinkling and 

light distressing throughout. 

Fully lined.

Predicted Class: [FLAT CAPS]

Sub-Category Recognition (SCR)



Introduction: Problems
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1. Heterogeneity in Fashion: 

1. Different input and output formats 

2. Different dataset sizes as the annotation difficulty of each task differ 

2. Problems of previous pre-training then fine-tuning pipeline: 

1. Low parameter efficiency (redundant storage and computation)

2. Lack of utilization of inter-task relatedness



Contributions

1. A task-versatile architecture on top of CLIP with two novel 
lightweight adapters

2. An efficient and effective multi-task training strategy supporting 
heterogeneous task modes in one unified model

3. SOTA performance across 5 fashion downstream tasks with 61.5% 
parameter saving
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Task-versatile Transformer Layer
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Three Operational Modes
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Multi-teacher Distillation
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Quantitative Results
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Qualitative Results
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Further Analysis
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Thanks for your attention!
If you have any questions, please feel free to contact Xiao Han.

xiao.han@surrey.ac.uk

https://github.com/BrandonHanx/FAME-ViL
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