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 Motivation
• Existing trajectory prediction methods usually assume the observations are complete.

• Observed sequences are not complete due to object occlusion, scope limitation, sensor failure, etc.

Fig 1. An example of incomplete observation situation in autonomous driving.   

Fig 2. Another real-world case of incomplete observation in a live football match. 



 Challenge
• How to predict when observations are incomplete.

• How to learn moving patterns from the incomplete trajectories.

 Existing Solutions and Drawbacks
• Straightforward approach: Impute first and then predict.

 Treat imputation and prediction as two separate tasks
 Incomplete observations are generated via random masking not practical

 Core Idea
• Unified framework for simultaneously imputation and prediction.



 Our Method
 We develop an MS-GNN for extracting spatial features

from incomplete observations of multiple agents.

 Design three different GCLs:

1) Static Topology GCL A is fixed

2) Dynamic Learnable GCL A is learnable

3) Edge Conditioned GCL edge category

 We propose a VRNN with a Temporal Decay (TD)
module for temporal dependencies extraction.

 TD module is designed to indicate the relative
distance between the last observable time step and
the current time step.

 The temporal missing patterns are highlighted.

Fig 3. Diagram of our proposed MS-GNN.



 Our Method

Fig 4. The overview of our proposed GC-VRNN method.

 Our model is trained via two parts of losses: imputation stream and prediction stream.

 In the inference phase, only the observable trajectories are accessible.



 Experiments
 Datasets

 Three datasets, Basketball-TIP, Football-TIP, and Vehicle-TIP, are curated.

 Two strategies are applied in the dataset Basketball-TIP and Football-TIP. We define three
parameters to create three scenarios for each strategy.

 By thresholding the integrity value, we could determine if a vehicle was occluded or not, to create
the dataset Vehicle-TIP.

Fig 5. Two strategies of curating the datasets.



 Experiments
 Results

Tab 1. Results on Basketball-TIP and Football-TIP.

Tab 2. Results on Vehicle-TIP.

Tab 3. Ablation study on three GCLs.

Tab 4. Ablation study on TD and task connection.



 Experiments
 Results

Fig 6. Visualizations on imputation results.

Fig 7. Visualizations on prediction results.



 Contributions
• We delve into the trajectory prediction problem when the observations are incomplete.

• Three datasets are curated for the multiagent trajectory imputation and prediction problem.

• We develop a unified framework GC-VRNN for imputing missing observations and predicting future
trajectories simultaneously.

 Limitations and Future Work
• Extend it to a multi-modality method, which could enhance the accuracy and robustness.

• The imputation performance decreases when there is a long and continuous instance of missing
data during the observed trajectory, particularly when it occurs at the beginning of the observation.
We believe that exploring better solutions to address these situations would be a valuable direction
for future research.



Thank you for listening!
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