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PolyFormer Overview

PolyFormer

a cute corgi holding a sign
that says “AWS ROCKS”

• Unified framework for referring image segmentation and referring 
expression comprehension 

• Regression-based decoder for accurate coordinate prediction
• Superior performance across all main referring image segmentation 
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Referring Image Segmentation

RIS
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a cute corgi holding a sign
that says “AWS ROCKS”
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Existing Work
• Mask-based dense prediction
• Neglect the structure among the output predictions

• Complex multi-modal feature fusion

RMI [Liu et al, ICCV2017]

Huang et al. “Referring Image Segmentation via Cross-Modal Progressive Comprehension.” CVPR2020
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PolyFormer

PolyFormer

a cute corgi holding a sign
that says “AWS ROCKS”

• Sequence-to-sequence formulation
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Model Architecture

the second zebra 
from the front

Visual 
Encoder

Text 
Encoder

Regression-based
Transformer Decoder

Multi-modal
Transformer 

Encoder

<BOS> <SEP>

(𝑥!", 𝑦!") <EOS>

(𝑥!!, 𝑦!!)(𝑥!#, 𝑦!#)

(𝑥!#, 𝑦!#)

(𝑥!", 𝑦!") = (0.5, 34.8)

(𝑥!!, 𝑦!!) = (192.7, 58.1)

(𝑥!#, 𝑦!#) = (147.5,183.8)

…

C

C Concatenation

(𝑥#", 𝑦#") = (369.0, 333.0)

(𝑥"#, 𝑦"#)

(𝑥"#, 𝑦"#)(𝑥!!, 𝑦!!) <SEP>

⋯

⋯ ⋯

…

Bounding Box Corner Points and Multi-polygon Vertices

(𝑥!", 𝑦!")⋯
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Target Sequence Generation
• Polygon ordering
• Start from top-left
• Clockwise direction

(𝑥!
"! , 𝑦!

"!)

(𝑥!
"" , 𝑦!

"")

𝑥!, 𝑦! , 𝑥", 𝑦" , …… , 𝑥# , 𝑦#
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Target Sequence Generation
• Multi-polygon case
• Separator token <SEP> 

(𝑥!
"! , 𝑦!

"!)

(𝑥!
"" , 𝑦!

"")

𝑥!
$& , 𝑦!

$& …… 𝑥%&
$& , 𝑦%&

$&

Polygon 1

𝑥!
$' , 𝑦!

$' …… 𝑥%'
$' , 𝑦%'

$'

Polygon 2

<SEP> 
……
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Target Sequence Generation

• Unified sequence with bounding box

• Bounding box:  𝑥$%, 𝑦$% , 𝑥&%, 𝑦&%

• Final target sequence:

𝑥!& , 𝑦!& , 𝑥"& , 𝑦"&

Bounding box

<BOS> 𝑥!
$& , 𝑦!

$& …… 𝑥%&
$& , 𝑦%&

$&

Polygon 1

𝑥!
$' , 𝑦!

$' …… 𝑥%'
$' , 𝑦%'

$'

Polygon 2

<SEP> …… <EOS>

𝑥!", 𝑦!"

𝑥#", 𝑦#"
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Regression-based Decoder

10

“the second zebra 
from the front”

PolyFormer

(𝑥!", 𝑦!") = (0.5, 34.8)

(𝑥!
$# , 𝑦!

$#) = (192.7, 58.1)

(𝑥!
$$ , 𝑦!

$$) = (147.5,183.8)

…

(𝑥#", 𝑦#") = (369.0, 333.0)

…

• PolyFormer: geometric localization as
a regression task
• Directly predict floating-point coordinate
• No quantization error
• Accurate localization

• Previous Seq2Seq framework: Coordinate 
prediction as a classification task
• Continuous coordinates => discrete bins
• quantization error
• Inaccurate supervision

OFA [Wang et al, ICML2022]
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Regression-based Transformer Decoder

• 2D Coordinate Embedding

Multi-head Self-Attention

2D Coordinate Embedding

(𝑥, 𝑦)Coordinate

𝑒(',()

×𝑁Multi-head Cross-Attention

Feed Forward Network

𝐹)*

𝑄*

Class HeadCoordinate Head

2D Coordinate 
Embedding Codebook

𝑒(',() 𝑒(',()

𝑒(',() 𝑒(',()

𝑒(',()
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Regression-based Transformer Decoder
• Prediction Heads
• Coordinate head

• 3-layer feed-forward network (FFN)

• Class head
• Linear classification layer

• Separator token <SEP>, coordinate token <COO>,
end-of-sequence token <EOS>

Multi-head Self-Attention

2D Coordinate Embedding

(𝑥, 𝑦)Coordinate

𝑒(',()

×𝑁Multi-head Cross-Attention

Feed Forward Network

𝐹)*

𝑄*

Class HeadCoordinate Head
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(a) Original polygon

(c) Sampled polygons

(b) Interpolated contour

polygons at different 
levels of granularity 

Training: Polygon Augmentation
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Two stage training
• Pre-train on REC task
• Visual Genome, RefCOCO, RefCOCO+, RefCOCOg datasets, and Flickr entities 
• ~6M distinct language expressions and 164k images in the training set.
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Two stage training
• Pre-train on REC task
• Visual Genome, RefCOCO, RefCOCO+, RefCOCOg datasets, and Flickr entities 
• ~6M distinct language expressions and 164k images in the training set.

• Finetuning on REC + RIS task on RefCOCO, RefCOCO+, RefCOCOg datasets
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Referring image segmentation results

PolyFormer-B 
outperforms previous 
methods on each split 
of the three datasets 
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Referring image segmentation results

+3.9%, 3.93%, 5.24% 
mIoU on challenging 
RefCOCO+
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Referring image segmentation results

+2.73%, 2.49% mIoU on 
most challenging RefCOCOg
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Referring image segmentation results

PolyFormer-L vs. B:
+1~2 points  
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Zero-shot Transfer to Referring Video Object 
Segmentation

Best J&F w/o training 
on video
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Visualization Results on RefCOCOg
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Visualization Results on RefCOCOg

22

complex language understanding 

@2023, Amazon Web Services, Inc. or its Affiliates.  All rights reserved. Amazon Confidential and Trademark.



Visualization Results on RefCOCOg
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Instances with occlusion
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Visualization Results on RefCOCOg
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complex vision-language semantics
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Zero-shot Evaluation on Stable Diffusion Images
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