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Training Data

Single-view Images

[1] PointRend: Image Segmentation as Rendering. Kirillov et. al. CVPR 2020.

No keypoint or viewpoint supervision, 
nor template shapes

Instance Masks

Off-the-shelf

PointRend [1]

Self-supervised Image Features

Off-the-shelfDINO-ViT [2]

[2] Emerging Properties in Self-supervised Vision Transformers. Caron et. al. ICCV 2021.
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Instance-specific Predictions

input image

Encoder
feature

deformed

Deformation
Field

articulation

…
{𝜉"}

articulated

Multi-Hypothesis Viewpoint

light

shadingalbedo

Albedo
Field

𝑝 !
∝
ex
p(
−
𝜎 !
/𝜏
) 0.73

0.19
0.030.05

ℒ!"#,% = 𝜎% − %ℒ%
&

viewpoint hypothesis loss

Learned Category-wise Prior

tetrahedral grid

prior meshDINO feature

Neural SDF +
Marching Tet

Feature
Field

Implicit-Explicit 3D Representation
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Reconstruction Losses
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Entire pipeline trained end-to-end with reconstruction losses
(except for frozen DINO-ViT [1] image encoder, pre-trained via self-supervision)

[1] Emerging Properties in Self-supervised Vision Transformers. Caron et. al. ICCV 2021.



























Frame-by-Frame Inference on Videos

Input Frames Input View 360° Rotations



3D Printed Horse Reconstruction


