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Contrastive Language-Image Pre-training

• Webley-crawled Image-Text (Annotation free)

• Alignment between Image and text

• Classical vision/language tasks

• Zero-shot tasks 

• Text-guided generation

MaskCLIP
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Contrastive Language-Image Pre-training

• Data property difference

Image

Short-Text

Continuous Pixels Dense Fine-grained semantic

Discrete Words Sparse object semantic

Alignment

Sparse object semantic

Sparse object semantic

Waste of model capability

MaskCLIP
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Contrastive Language-Image Pre-training

• Data property difference

Image Continuous Pixels Dense Fine-grained semantic

Sparse object semantic

Alignment

Sparse object semantic

Sparse object semantic

Dense Fine-grained 

semanticVision Supervision

MaskCLIP

Vision Supervision

Short-Text Discrete Words
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CLIP + Vision Self-Supervise Learning

Still Global Supervision• Contrastive Learning

· Global representation learning 

· Huge computation cost

· Enhance vision backbone capability

Advantages

Weaknesses
Same as CLIP, still lacks 

local representation

MaskCLIP
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CLIP + Vision Self-Supervise Learning
Low Level Pixel for prediction 

· Inefficient pretraining 

· Unnecessary target-specific 

information memorization

· Semantical Conflict with 

CLIP  

· Local Supervision

Advantages

Weaknesses

· Small computation cost

• Mask Image Modeling

MaskCLIP
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CLIP + Vision Self-Supervise Learning

· Efficient pretraining 

· Fine-grained semantic learning

Local Supervision

Semantic Output

• Two desired properties

· Consist with CLIP output

· Complementary for CLIP global representation 

MaskCLIP
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Analysis on MaskCLIP

• Vision self-supervision helps VL contrastive

MaskCLIP
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Analysis on MaskCLIP

• Masked self-distillation learns semantic representations for local patches.

Three teddy bears sit in a sled in snow

MaskCLIP
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Analysis on MaskCLIP

• Masked self-distillation learns semantic representations for local patches.

Three teddy bears sit in a sled in snow

MaskCLIP
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Experiments

• Vision Tasks

+6.9% +1.3% +2.8 mIoU

MaskCLIP
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Experiments

• Zero-shot classification on ICinW challenge

MaskCLIP

• Zero-shot image-text retrieval 
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