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Vision Transformers are 
Good Mask Auto-labelers



Background

• Instance Segmentation Annotations are expensive
• For COCO Object Detection Dataset, 78% annotation time is spent on segmentation
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Background

• Instance Segmentation Annotations are expensive
• For COCO Object Detection Dataset, 78% annotation time is spent on segmentation

• Auto-labeling Instance Segmentation with no grounding is very hard
• Given Ground-truth bounding boxes, mask auto-labeling becomes easier
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Our novel mask auto-labeling network: MAL (Mask Auto-labeler)



Quantitative Results



Motivation

• Vision Transformers are very good at segmentation
• Self-emerging segmentation, e.g. DINO [1], FAN [2]
• High-performance segmentor, e.g. SegFormer [3], Mask2Former [4]
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Motivation

• Vision Transformers are very good at segmentation
• Self-emerging segmentation, e.g. DINO [1], FAN [2]
• High-performance segmentor, e.g. SegFormer [3], Mask2Former [4]

• No need to cover detection in mask auto-labeling
• Ground-truth bounding boxes are always better than predicted boxes
• Model can focus on sole task
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MAL Pipeline
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Qualitative Results
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MAL Labels (top) v.s. Human Labels (bottom) 



MAL Labels v.s. Human Labels 



Improve Detection



Thanks!


