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Quick Preview

The context bias in the Context-Aware 

Emotion Recognition (CAER) task

The structured causal model for the CAER task

The confounder dictionary generationThe context-deconfounded training by the proposed 

Contextual Causal Intervention (CCIM) Module



Background & Motivation
Context-Aware Emotion Recognition (CAER)

Context information

Person information

Input image
Emotion recognition

Mittal T, Guhan P, Bhattacharya U, et al. Emoticon: Context-aware multimodal 

emotion recognition using frege's principle. In CVPR 2020: 14234-14243.

Kosti R, Alvarez J M, Recasens A, et al. Emotion 

recognition in context. In CVPR 2017: 1667-1675.

EMOT-Net

EmotiCon

Background 

context

Scene and 

socio-dynamic contexts



Background & Motivation
The Context Bias in the CAER Task

⚫ Most images contain similar contexts in the 

training data with positive emotion categories.

⚫ The baseline learns the spurious correlation 

between specific contexts and emotion 

categories and gives wrong results.

⚫ For the EMOTIC dataset, about 40% of scene 

categories for anger have zero conditional 

entropy.

⚫ About 45% of scene categories for happy (i.e., 

happiness) have zero conditional entropy.



Methodology

Causal View at CAER Task

The conventional likelihood           The causal intervention

⚫ The positive effects provided by contexts and subjects follow the path 𝑋 → 𝐶/𝑆 → 𝑌 .

⚫ The negative effects provided by the confounder 𝑍 follow the backdoor path 𝑋 ← 𝑍 → 𝐶 → 𝑌.



Methodology

Causal Intervention via Backdoor Adjustment

Existing CAER methods rely on the traditional likelihood:

Causal intervention via backdoor adjustment:

The confounder dictionary generation



Methodology

Context-Deconfounded Training with CCIM

Expectation approximation at feature level:

A model is instantiated to approximate the conditional probability:

where



Experiments

⚫ CCIM helps raise the results of

“Anticipation” and “Sympathy” in 

these CAER methods by

29%∼37% and 14%∼29%, 

respectively.

⚫ Thanks to CCIM, the AP scores 

in “Aversion” and 

“Embarrassment”

categories are achieved at 

about 12%∼19% and 5%∼16%.



Experiments

The performance of EMOT-Net, GCN-CNN, CAER-Net, and EmotiCon is consistently increased 

by CCIM, making each context prototype contribute fairly to the emotion classification results.



Experiments

Rationality of Confounder Dictionary

Robustness of Pre-trained Backbones 

Effectiveness of Components

Necessity of Masking Strategy



Experiments

Difference between likelihood and intervention Case study of causal intervention



Conclusion

✓ Our causal debiasing strategy effectively mitigates the harmful bias of uneven distribution 

of emotional states across diverse contexts in the CAER task.

✓ We believe that the model-agnostic and lightweight CCIM provides better insights for the 

community than the complex module stacking in previous CAER methods.
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