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1 Background & Motivation
1.1 One-shot Neural Architecture Search (NAS)
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1 Background & Motivation
1.2 Problem in One-Shot NAS

• Prombel：shared weights suffer from different gradient descent directions

• Available solutions：
• Elaborate a better path sampling strategy 

• FairNAS [ICCV’21], Magic-AT [ICML’22]

• Maintain multi-copies of supernet weights 

• Few-Shot-NAS [ICML’21], GM [ICLR’22], CLOSE [ECCV’22]

• Introduce additional loss regularizations 

• NSAS [CVPR’20]，SUMNAS [ICLR’22], Magic-AT [ICML’22]

• Drawbacks：require multiple computation burdens and obtain 

unsatisfying results

• Motivate us to explore a better solution.
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2 Method-PA&DA
2.1 Observations

• Kendall’s Tau (KT): we calculate the correlation between predicted scores and ground-truth scores of sub-models,

to indicate the ranking consistency of sub-models.

• Gradient Variance (GV): we record the average GV of all candidate operation weights during training 

• With more sub-models sharing weights, GV increases and KT becomes worse

• When using different methods, GV decreases and KT becomes better

• Prompts: reduce GV to improve the ranking consistency KT.
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2 Method-PA&DA
2.1 Observations

• Inspiration from RAIS [NeurIPS’18]: better data sampling strategy can reduce the gradient variance of model training, 

thereby improving the generalization of the model.
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2 Method-PA&DA
2.2 Traditional Sampling-based One-Shot NAS 

• Stage 1: Supernet Training • Stage 2: Sub-model Search
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2 Method-PA&DA
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2.3 Importance Sampling One-Shot NAS

• Formulation of our objective: jointly optimize path and

data sampling distribution during supernet training.
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2 Method-PA&DA

• Supernet training in sampling-based one-shot NAS：

• PA&DA-Jointly optimize path and data sampling distribution during training:
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2.3 Importance Sampling One-Shot NAS
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2 Method-PA&DA
2.4 PAth Importance Sampling (PA)

• At 𝑖-th training step, the stochastic gradient is: 

• Introduce the gradient to our objective:

• Reformulate the problem in Eq.6 as a constrained 

optimization problem:

• Use the Lagrange multiplier method to solve the

optimal path sampling distribution:

• Conclusion: the optimal 𝑝!∗ is proportional to the 

normalized gradient norm of the sub-model.
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2 Method-PA&DA
2.5 DAta Importance Sampling (DA)

• According to previous works, the optimal data

sampling distribution 𝑞!∗ is given by:

• In mini-batch training, it is time-consuming and laborious

to compute per-sample gradient norm. Thereby we use the

Upper-bound [ICML’18] method to approximate:

• For image classification with a cross-entropy loss, the

approximated upper bound is:

• In this way, we can efficiently approximate the gradient

norm of each sample via a batch-wise mannar.
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2 Method-PA&DA
2.6 Supernet training in practice

• Path importance sampling:

• Update the path sampling distribution after each epoch.

• To handle those parameter-free operations, employ a 

smoothing parameter 𝛿 to add path importance sampling 

distribution and the uniform sampling distribution together.

• Data importance sampling:

• Update the data sampling distribution after each epoch.

• To handle those data not sampled in the current epoch,

employ a smoothing parameter 𝜏 to add data importance 

sampling distribution and the uniform sampling distribution.
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3 Experiments

• PA&DA only consumes 1.8 GPU hours and reaches

the highest KT and P@Top5%.

3.1 Ranking Consistency in NAS-Bench-201 using CIFAR-10

• Supernet trained by PA&DA has the lowest

GV and the highest KT.
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3 Experiments
3.2 Search performance in DARTS using CIFAR-10

• PA&DA only consumes 0.4 GPU days and achieves the best performance.
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3 Experiments
3.2 Searched architectures in DARTS using CIFAR-10
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• As pointed out in Cell-based-NAS-Analysis [ICLR’22],

such a ResNet-style residual link is helpful for achieving 

the SOTA performance. 
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3 Experiments
3.3 Search performance in ProxylessNAS on ImageNet

• PA&DA obtains the SOTA performance while using similar FLOPs.
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4 Conclusion & Future Work

• Conclusion
• In this paper, we observe that large gradient variance during supernet training harms the ranking consistency.

• Then we derive the relationship between the gradient variance and the sampling distributions.

• Finally, we reduce the gradient variance for the supernet training by jointly optimizing the path and data sampling 

distributions to improve the supernet ranking consistency.

16

• Future Work
• Explore more effective metrics for data importance.

• Concentrate more on sub-models located in the Pareto-front, rather than exhaustively evaluate all sub-models.



Thank You !


