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## Quick Preview

- A simple, real-time framework (YOSO) for panoptic segmentation

- The proposed feature pyramid aggregator and separable dynamic decoder speed up the pipeline and obtain good accuracy




## Panoptic Segmentation

- Assign each pixel with a semantic label and a unique identity
- The semantic labels are summarized into two types
- stuff - amorphous and uncountable concepts (such as sky and road)
- things - countable categories (such as persons and cars)

(a) image

(b) semantic segmentation

(c) instance segmentation

(d) panoptic segmentation


## YOSO

- Unify the two types of classes for stuff and things
- You only need to segment once for semantic and instance masks
- Task formulation:
- Predict $n$ binary masks and corresponding class probabilities
- Masks with the same background class (stuff) are merged via union operation
- Masks with foreground classes (things) are treated as independent instances


## Feature Pyramid Aggregator

- Key idea: switch the order of interpolation and convolution


Observation I: The output of IFA is exactly equal to that of CFA when using $1 \times 1$ convolution without bias.

$$
\begin{aligned}
& f\left(\sum_{i} w^{i} \boldsymbol{v}_{x, y}^{i}\right)=\frac{1}{\left(x_{2}-x_{1}\right)\left(y_{2}-y_{1}\right)}\left[\begin{array}{l}
x_{2}-x_{0} \\
x_{0}-x_{1}
\end{array}\right] \\
& {\left[\begin{array}{l}
\sum_{i} w_{i}^{i} v_{x_{1}}^{i}, y_{1}, \sum_{i} w^{i} v_{x_{1}}^{i}, y_{1} \\
\sum_{i} w^{i} v_{x_{2}}^{i}, y_{1}, \sum_{i} w^{i} v_{x_{2}, y_{2}}^{i}
\end{array}\right]} \\
& =\sum_{i} y_{0} w_{0} f\left(\boldsymbol{v}_{x, y}^{i}\right)
\end{aligned}
$$

Observation II: CFA requires significantly fewer floating point operations (FLOPs) than IFA.

$$
\begin{array}{c|ccc|cc|c|c|c}
\text { Aggregator } & \text { PQ } & \text { SQ } & \text { RQ } & \mathrm{PQ}^{t} & \mathrm{PQ}^{s} & \text { FLOPs } & \text { Latency }(\mu \mathrm{s}) \downarrow & \text { FPS } \uparrow \\
\hline \text { IFA } & 47.5 & 82.2 & 56.9 & 52.7 & 39.7 & 16.6 \mathrm{G} & 4871 \pm 11 & 23.3 \\
\text { CFA } & 47.0 & 81.4 & 56.2 & 52.3 & 39.0 & 2.1 \mathrm{G} & 1877 \pm 52 & 29.2
\end{array}
$$

Table 5. Comparison of different aggregators. The FLOPs and GPU latency were obtained from single modules with the setting of $d=256, c_{2}=128, c_{3}=256, c_{4}=512, c_{5}=1024$, and $h=w=256$.

- Accelerate the pipeline with no cost


## Separable Dynamic Decoder

- Key idea: replace matrix multiplication by 1D convolution


| Attention | PQ | SQ | RQ | $\mathrm{PQ}^{t}$ | $\mathrm{PQ}^{s}$ | FLOPs | Latency $(\mu \mathrm{s}) \downarrow$ | $\mathrm{FPS} \uparrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MHCA | 46.0 | 81.9 | 55.1 | 51.5 | 37.7 | 31.5 M | $2608 \pm 210$ | 27.3 |
| SDCA | 47.0 | 81.4 | 56.2 | 52.3 | 39.0 | 5.4 M | $2183 \pm 279$ | 29.2 |
| DCA | 46.9 | 82.0 | 55.8 | 51.9 | 38.7 | 15.5 M | $1701 \pm 186$ | 30.0 |
| PDCA | 43.7 | 81.3 | 52.3 | 49.3 | 35.3 | 5.2 M | $1450 \pm 183$ | 30.2 |
| DDCA | 46.6 | 82.3 | 55.9 | 52.3 | 38.4 | 0.3 M | $1242 \pm 101$ | 30.3 |

Table 6. Comparison of different attention modules. The FLOPs and GPU latency were obtained from single modules with the setting of $n=100, d=256$, and $t=3$. The modules tested included MHCA (Multi-Head Cross-Attention), DCA (Dynamic Convolution Attention), SDCA (Separable Dynamic Convolution Attention), PDCA (Pointwise Dynamic Convolution Attention), and DDCA (Depthwise Dynamic Convolution Attention).

- Accelerate the pipeline and improve the performance


## Main Results

| Method | Backbone | Scale | $\mathrm{PQ} \mathrm{PQ}^{t} \mathrm{PQ}^{s}$ | FPS $\uparrow$ | GPU |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BGRNet [52] | R50-FPN | 800,1333 | 43.249 .833 .4 |  |  |
| K-Net [58] | R50-FPN | 800,1333 | 47.151 .740 .3 |  |  |
| PanSegFormer [32] | R50 | 800,1333 | 49.654 .442 .4 |  |  |
| Max-DeepLab [47] | Max-S | 800,1333 | 48.453 .041 .5 | 7.6 | V100 |
| Mask2Former [10] | R50 | 800,1333 | 51.957 .743 .0 | 8.6 | V100 |
| UPSNet [54] | R50-FPN | 800,1333 | 42.548 .533 .4 | 9.1 | V100 |
| PanopticFCN [31] | R50-FPN | 800,1333 | 44.350 .035 .6 | 9.2 | V100 |
| LPSNet [23] | R50-FPN | 800,1333 | 39.143 .930 .1 | 9.3 | V100 |
| RealTimePan [24] | R50-FPN | 800,1333 | 37.141 .030 .7 | 15.9 | V100 |
| PanopticFPN [27] | R50-FPN | 800,1333 | $41.548 .3 \quad 31.2$ | 17.5 | V100 |
| MaskFormer [11] | R50 | 800,1333 | 46.551 .039 .8 | 17.6 | V100 |
| PanopticDeepLab [9] | R50 | 641,641 | 35.1 | 20.0 | V100 |
| YOSO, ours | R50 | 800,1333 | 48.453 .540 .8 | 23.6 | V100 |
| YOSO, ours | R50 | 512,800 | 46.450 .740 .0 | 45.6 | V100 |

Table 1. Panoptic segmentation on the COCO validation set.

| Method | Backbone | Scale | PQ | $\mathrm{PQ}^{t}$ | $\mathrm{PQ}^{s}$ | $\mathrm{FPS} \uparrow$ | GPU |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| BGRNet [52] | R50-FPN | - | 31.8 | 34.1 | 27.3 | - | - |
| PanSegFormer [32] | R50 | - | 36.4 | 35.3 | 38.6 | - | - |
| MaskFormer [11] | R50 | 640,2560 | 34.7 | 32.2 | 39.7 | - | - |
| Mask2Former [10] | R50 | 640,2560 | 39.7 | 39.0 | 40.9 | 11.1 | V 100 |
| YOSO, ours | R50 | 640,2560 | 38.0 | 37.3 | 39.4 | 35.4 | V 100 |

Table 3. Panoptic segmentation on the ADE20K validation set.

| Method | Backbone | Scale | $\mathrm{PQ} \mathrm{PQ}^{t} \mathrm{PQ}^{s}$ | FPS $\uparrow$ | GPU |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PanopticFPN [27] | R50-FPN | 1024,2048 | 57.751 .662 .2 |  |  |
| Seamless [43] | R50 | 1024, 2048 | 59.854 .663 .6 |  |  |
| PanopticFCN [31] | R50-F | 1024,2048 | 61.454 .866 .6 |  |  |
| Mask2Former [10] | R50 | 1024,2048 | 62.154 .967 .3 | 4.1 | V100 |
| UPSNet [54] | R50-FPN | 1024,2048 | 59.354 .662 .7 | 7.5 | V100 |
| LPSNet [23] | R50-FPN | 1024,2048 | 59.754 .063 .9 | 7.7 | V100 |
| PanopticDeepLab [9] | R50-FPN | 1024,2048 | 59.7 | 8.5 | V100 |
| FPSNet [16] | R50-FPN | 1024,2048 | 55.1 | 8.8 | Titan |
| RealTimePan [24] | R50-FPN | 1024,2048 | 58.852 .163 .7 | 10.1 | V100 |
| YOSO, ours | R5 | 1024,2048 | 59.751 .066 .1 | 11.1 | V100 |
| YOSO, ours | R50 | 512,1024 | 52.543 .559 .1 | 22.6 | V100 |

Table 2. Panoptic segmentation on the Cityscapes validation set.

| Method | Backbone | Scale | PQ $\mathrm{PQ}^{t}$ | $\mathrm{PQ}^{s}$ | FPS $\uparrow$ | GPU |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| AdaptIS [44] | R50 | - | 32.0 | 39.1 | 26.6 | - | - |
| Seamless [43] | R50 | - | 36.2 | 33.6 | 40.0 | - | - |
| LPSNet [23] | R50-FPN | - | 36.5 | 33.2 | 41.0 | - | - |
| PanopticFCN [31] | R50-FPN | - | 36.9 | 32.9 | 42.3 | - | - |
| PanopticDeepLab [9] | R50 | 2176,2176 | 33.3 | - | - | 3.5 | V100 |
| Mask2Former [10] | R50 | 2048,2048 | 36.3 | - | - | 3.2 | A100 |
| YOSO, ours | R50 | 2048,2048 | 34.1 | 24.3 | 47.2 | 7.1 | A100 |

Table 4. Panoptic segmentation on the Mapillary validation set.

## Main Results



