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𝑅2𝐹𝑜𝑟𝑚𝑒𝑟 vs Conventional Pipeline



Effective and Efficient



𝑅^2 𝐹𝑜𝑟𝑚𝑒𝑟 Correlation Matrix

Last Dimension - 7: 
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Attention Map



Performance on Major Datasets



Top-1 Result on MSLS Challenge



Computational Efficiency



Comparison with Other Reranking Methods



Transformer Token vs CNN Local Feature



Interpretability



Summary

• A unified retrieval and reranking framework for place recognition 
employing only transformers, which demonstrates that vision 
transformer tokens are comparable and sometimes better than CNN 
local features in terms of reranking or local matching.

• A novel transformer-based reranking module that learns to attend to 
the correlation of informative local feature pairs. It can be combined 
with either CNN or transformer backbones with better performance 
and efficiency than other reranking methods, e.g. RANSAC.

• Code: https://github.com/Jeff-Zilence/R2Former

https://github.com/Jeff-Zilence/R2Former
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