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• Current techniques for DNN pruning often involve intricate 
multi-step processes that require domain-specific expertise, It 
makes their widespread adoption challenging. To address the 
limitation, the Only-Train-Once (OTO) and OTOv2 are 
proposed to eliminate the need for additional fine-tuning 
steps by directly training and compressing a general DNN 
from scratch.

• However, OTO has poor final performance. It reformulates 
the objective as a constrained regularization problem. The 
local minima may be scattered in diverse locations. Yet, as the 
augmented regularization in OTO penalizes the mixed L1/L2 
norm of all trainable parameters in ZIGs, it restricts the 
search space to converge around the origin point.
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Motivation



• OTOv2 improves OTO by constructing pruning groups in 
ZIGs based on salience scores and only penalizes the 
parameters in pruning groups. However, model variables vary 
as training and the statically selected pruning groups in the 
early training stage can lead to convergence issues of local 
optima. Drawbacks in the algorithm design prevent them 
from giving a complete convergence analysis. For instance, 
OTO assumes the deep model as a strongly convex function 
and OTOv2 assumes a full gradient estimate at each iteration, 
which does not align with the practical settings of DNN 
training.
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Motivation



Auto-Train-Once 
(ATO) : end-to-end 
model pruning 
algorithm.

Structural pruning 
is a widely adopted 
direction to reduce 
the size of  DNNs.
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Model Pruning

We propose a generic framework (ATO) to train and prune DNNs in a 
completely end-to-end and automatic manner. After model training, we can 
directly obtain the compressed model without additional fine-tuning steps. 
We design a network controller to dynamically guide the channel pruning, 
preventing being trapped in local optima.



5

Preliminary

The Convolutional layer (Conv) without bias followed 
by the batch-normalization layer (BN) can be shown as 
below:



Auto-Train-Once
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Upper: Task loss with selected regularizations on 
ZIGs.

Lower: Standard Proximal Gradients for Group Lasso

Half  Space Projection [Chen, Tianyi, et al NeurIPS 
2021]: Set parameters to zero, if  the updated parameters 
and the original ones are close. 

Similar to AGN in SNAP.
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Controller Network
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We make efforts to reduce extra 
computational overhead due to the 
use of  controller network. We only 
use 5% data to train it. Controller 
Network uses bi-directional gated 
recurrent units (GRU). It is followed 
by linear layers. To reduce the training 
costs, we divide ZIGs  into multiple 
disjoint blocks and the sum of  𝐵! =
|𝐺|. The block is one layer in ResNet
models or one InvertedResidual block 
in MobileNetv2. We stop the training 
of  CN in the half  of  total step. 

where sigmoid(·) is the sigmoid function, round(·) is the rounding function, 𝑠 is 
sampled from Gumbel distribution (𝑠 ∼ Gumbel(0, 1)), 𝑏 and τ are constants 
with values as 3.0 and 0.4, respectively. 



Experiment – CIFAR
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Experiment - ImageNet
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Experiment

ATO outperforms OTO and OTOv2 with different pruning rates.
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ATO has a dynamic optimizer design (dynamic 
regularization for ZIGs). ATO is not restricted 
to gradient projections. ATO provides a 
comprehensive convergence guarantee 
compared to OTOs.


