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Common issues for previous VFI methods:
Ø Blur and ghosting effects persist.
Ø Unavoidable motion errors are overlooked.
Ø Mis-alignment in supervision.

PerVFI address the above issues by:
Ø Asymmetric synergistical blending scheme.
Ø Normalizing flow-based network as generator.

Ø Utilizing optical flow as motion input, adaptable to 
diverse optical flow estimators.

Ø Leveraging PAM for alignment and ADM for sparsity 
mask to blend features.

Ø PAM is used for alignment. ADM is used to apply 
sparsity during blending.

Ø Incorporating a normalizing flow-based generator 
that utilizes multi-scale features as conditions.

NOTE: This framework is 
simple yet highly effective. 
While each component is 
widely used on its own, their 
integration leads to 
exceptional performance.

(d) ADM Structure. It produces a quasi-binary mask for future blending.

Table 3. Comparisons of running time, MACs and number of parameters. The 
evaluations are conducted on frames of size 512 ⇥ 512 on a NVIDIA RTX 3090 GPU. 

Table 4. Comparisons of PerVFI with different optical flow estimators. 
PerVFI can be adaptable to diverse optical flow estimators.

Ø Using a sparse mask to blend two mis-aligned features linearly is what makes our pipeline 
"asymmetric." This straightforward approach results in exceptional performance.

Ø The generator-based method addresses misalignment during supervision, yielding less blurry results.
Ø Our network structure has not been meticulously optimized, leaving ample room for future 

improvements in both efficiency and performance.


