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Background

• In challenging visual environments, the salient information 

about the object in RGB images is severely disrupted, 

resulting in poor robustness of existing single-modal methods.

Y. Wang, et al., TOP-ReID: Multi-spectral Object Re-Identification with Token Permutation, AAAI2024

Multi-modal Object ReID



•  Within individual modalities, backgrounds introduce 

 additional noise, especially in challenging visual scenarios. 

• Across different modalities, backgrounds introduce overhead 

 in reducing modality gaps.

Motivation

Preserving the diverse features of different modalities! 

Minimizing background interference!



Overall Architecture



Modules

Spatial-based Selection Frequency-based Selection



Multi-modal Testing

More Stable!

More 

Competitive!



Main Ablation

Stable performance on both 

person and vehicle datasets

SFTS: Selecting Object-centirc Tokens

HMA:  Aggregating Pure Multi-modal Features

BCC:  Stablizing the Selection

OCFR: Suppressing background noise within modalities



Main Ablation

Frequency-based :The most salient parts 【fixed】

Spatial-based: ROI of the EDITOR 【Learnable】

Different modality selections are 

significantly different!

That’s why we introduce the 

Modality-Union!



Main Ablation

Frequency-based Token Selection【fixed】Spatial-based Token Selection【Learnable】

With the increase in reserved tokens, the performance drops! 

More noise from the background is introduced!



Main Ablation

A more stable selection processParameter Comparison

Parameter efficient! More Stable!



 Visualization 

Modality gaps are reduced!

More decentralized with different IDs！
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 Summary

 

Frequency-based Token Selection Spatial-based Token Selection

TIR

RGB

NIR

A novel multi-modal collaborative selection framework!


