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◆ Data setting

⚫ Unsupervised Domain Adaptation:

▪ Rich labeled source samples

▪ Large unlabeled target samples

⚫ Semi-supervised Domain Adaptation:

▪ Rich labeled source samples 

▪ A few labeled target samples

▪ Large unlabeled target samples
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◆ Goal

⚫ Learning CNN on ViT

⚫ Complement properties of CNN and ViT in capturing local and global 
information

⚫ Improve the quality and quantity of generated pseudo labels

⚫ Allivate data bias toward the source domain

◆ Solutions

⚫ Builld a new hybrid framework

⚫ Define new upper class-specific decision boundaries

⚫ Co-training to improve the quality of pseudo labels and reduce knowledge 
discrepancies

Motivation
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Proposed Method

◆ Network Architecture

⚫ ViT branch includes a ViT encoder 𝐸1(∙,θ𝐸1) and a classifier 𝐹1(∙,θ𝐹1)

⚫ CNN branch includes a CNN encoder 𝐸2(∙,θ𝐸2) and a classifier 𝐹2(∙,θ𝐹2)
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◆ Training Strategy

⚫ Step 1: Supervised Training on labeled samples
- Labeled source domain

- Labeled target domain

- Labeled set = labeled source domain + labeled target domain
(Notably, the labeled target domain is empty in UDA)

- Supervised training for the ViT branch

- Supervised training for the CNN branch

Proposed Method
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: the standard cross-entropy loss

𝜎 : the softmax function



◆ Training Strategy

⚫ Step 2: Finding to Conquering (FTC) Strategy

- Unlabeled target data

- Discrepancy Loss

- Finding Stage

- Conquering Stage

Proposed Method
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: the probability outputs of 𝐹1 with ViT encoder

: the probability outputs of 𝐹2 with ViT encoder

: the probability outputs of 𝐹1 with CNN encoder

: the probability outputs of 𝐹2 with CNN encoder



◆ Training Strategy

⚫ Step 3: Co-training

- ViT branch teaches CNN branch

- CNN branch teaches ViT branch

⚫ Inference Stage

Proposed Method
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: output prediction of the CNN branch

: output prediction of the ViT branch

: pseudo label is generated by the CNN 

: pseudo label is generated by the ViT 



◆ Accuracy (%) on Office-Home of UDA setting

Experimental Results
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◆ Accuracy (%) on DomainNet of SSDA setting

Experimental Results
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◆ Ablation Study

⚫ “Quality and quantity of generated pseudo labels” and “Comparison between 
backbone settings”

⚫ Effectiveness of co-training

Analyses
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◆ Visualization t-SNE

Analyses
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◆ Visualization t-SNE
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◆ Attention map visualization

Analyses
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Thank you for listening


