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Adversarial examples are tailored inputs with the purpose of 
confusing neural networks. (Visually similar to natural examples)

Introducing gradient ascent at the image level. 

Natural 
Examples

Adversarial 
Examples

Adversarial Perturbation
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Adversarial Training (min-max optimization):
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 Similarity learning vs. Class Concept Learning for Robustness
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Similarity Learning:

Class-wise feature 
mean prototypes

Learning object relations between support and query sets 
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 Similarity learning vs. Class Concept Learning for Robustness
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Similarity Learning:

Class-wise feature 
mean prototypes

Learning object relations between support and query sets 

Concept Learning:
Softmax with learnable weights

Learning global classifier weights for all the classes
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 Analyses on Similarity and Class Concept Learning
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 Analyses on Similarity and Class Concept Learning
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 paRametEr co-diStIllation of SimilariTy and clAss coNCept lEarners (RESISTANCE):
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Dynamic Parameter-level Interpolation:
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 paRametEr co-diStIllation of SimilariTy and clAss coNCept lEarners (RESISTANCE):
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Cross-branch Class-wise Global 
Adversarial Initialization Perturbations:

Class-Wise Prototype

Cross-Branch Disruption

Iterative Perturbing
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 paRametEr co-diStIllation of SimilariTy and clAss coNCept lEarners (RESISTANCE):
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Branch Robustness Harmonization:
Relative Robustness Score

Reweighted Learning Rate
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 Standard Comparison:
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Robustness w.r.t. diverse attack radii: Single-step Extension (Efficiency):
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Experiments & Analyses
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Cross-domain robustness Ablations:
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Experiments & Analyses

Impact of each module

Diverse Co-distillation Components
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t-SNE Visualizations Grad-CAM Visualizations:
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Experiments & Analyses
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 Contributions:
 By analyzing the complementary nature of visual similarity and class concept learning

distinguished by their unique label spaces, we propose a novel adversarially robust few-shot

learning framework based on a simple but effective parameter co-distillation mechanism,

improving robustness across diverse attack strengths.

 To promote the uniformity of robustness across learners, we introduce cross-branch class-wise

adversarial perturbations for branch-specific adversary initialization. We also propose a

robustness harmonization module to modulate the optimization of diverse branches.

 Comprehensive experiments demonstrate the effectiveness and generalization ability of

RESISTANCE compared to the state-of-the-art adversarially robust fewshot learning approaches.

In addition, we investigate the scalability of RESISTANCE with the single-step adversary

generation strategies for better efficiency.

Adversarially Robust Few-shot Learning via Parameter Co-distillation of Similarity and Class Concept Learners



Thank you!
Adversarially Robust Few-shot Learning 

via Parameter Co-distillation of Similarity and Class Concept Learners

Junhao Dong, Piotr Koniusz, Junxi Chen, Xiaohua Xie, Yew-Soon Ong

Reporter：Junhao Dong


	幻灯片编号 1
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11
	幻灯片编号 12
	幻灯片编号 13
	幻灯片编号 14
	幻灯片编号 15
	幻灯片编号 16

