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Severe overfitting in Adversarial Training

m Adversarial training (AT) has been viewed
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Previous theoretical understandings of RO

Theorem (Label noise in AT)

Assume f(x)y is L — locally Lipschitz around x with Hessian bounded below, i.e.,
Omin < 0 < Omar and omin = inf,ep (1) amm(VQf(z)y) > 0. With probability 1 — ¢,
we have
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where o is the smallest eigenvalue of k.

m Assigned labels of adversarial examples are simply inherited from their clean
counterparts.

m It suggests that as long as a training set is augmented by adversarial perturbation,
but with assigned labels unchanged, label noise emerges.

m To reduce the label distribution mismatch, [2] rectify model probability with an
adversarially trained teacher, which has exacerbated the consumption of
computing resources.
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Understanding RO through the lens of Noisy Label Learning

Does there exist more hands-off and hassle-free mitigation for robust overfitting?

Since the training process teeming with label noise, we could directly take noisy label
learning into account during adversarial training.

Under PAC-Bayes framework, the expected cross entropy loss could be reformulated as
follows:

Lemma

m

He(fla, w) = EsEyoqeuis) D [—10g f(filzi, w))
i=1

= H(Ylz) + Egwnquls) KLIp(ylo) || £(§lz, w)] — I(w; y|z)

m Noisy labels viewed as the outlier of true label distribution can provide a positive
value of I(w;y|x) (Information in weights) as training goes.
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Empirical perspective

X107

20 Phase I:
Stationary Stage

Phase II: 80 Phase |
Non-monotonical
Growth Stage 70

Phase Il

Gradient Norm

@

Robust Accuracy (%)
Information in weights (IIW)

=== Train accuacy

Test accuracy

20 - W
0 : :
0 50 100 150 200 0 50 100 150 200
Epoch Epoch
(a) Gradient norm magnitude (b) Generalization gap

m According to the LR decays, the training process could be divided into two stages:
(i) Stationary Stage (ii) Non-monotonical Growth Stage.

m The abrupt increment of gradient norm, failing to converge to a constant, could be
seen as an indicator of memorization effects (on noisy labels) during learning.

m Simultaneously, the behavior of the IIW exhibits trends similar to that of the
gradient norm, which could be viewed as a characteristic of RO.
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Could we reduce the IIW so as to mitigate RO?

Theorem

Let u be the uniform random variable with p.d.f p(u). By using the composition in
Lemma 1., there exists an interpolation ration \ between the clean label distribution
and uniform distribution, such that

I(y* 5 wla’) S I(y; wla’)

where p(y*|z’, w) = X - p(y|z’, w) + (1 — ) - p(u) and the symbol < means that the
corresponding inequality up to an c-independent constant.

m For some type of soft label, there exists an excellent label distribution
interpolation between clean label distribution and well-designed label distribution
that could effectively reduce the I1W.
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Method: Self-Guided Label Refinement

From Theorem 2, we note that some type of soft label can reduce IIW, thus
mitigating RO. So we could rectify model prediction probability with reliable
knowledge learned by model itself.
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Figure: Robust accuracy of models employing different label assignment methods.
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Results on CIFAR-10

Table: Test accuracy (%) of the proposed method and other methods on CIFAR-10 under the
ls norm with € = 8/255 based on the ResNet-18 architecture.

Method Natural Accuracy PGD-20 AutoAttack

etho Best Final Diff | Best Final Diff| Best Final Diff |
PGD-AT 807 824 -16 507 414 93 477 402 75
PGD-AT+LS 822 843 21 537 489 48 484 446 3.9
PGD-AT+TE 824 828 04 558 548 10 506 496 1.0
PGD-AT+SGLR 829 830 -0.1 56.4 559 0.5 51.2 50.2 1.0
AWP 821 811 10 554 548 06 506 499 07
KD-AT 820 855 2.6 546 532 14 491 488 03
KD-SWA 84.7 854 08 549 538 11 493 494 -0.1

PGD-AT + SGLR 829 830 -0.1 56.4 559 0.5 51.2 50.2 1.0
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Results on other datasets.

Table: Clean accuracy and robust accuracy (%) of ResNet 18 trained on different benchmark
datasets. All threat models are under o, norm with € = 8/255. The bold indicates the
improved performance achieved by the proposed method.

Natrural Accuracy PGD-20 AutoAttack
Dataset  Method 5 " 'Final Diff | Best Final Diff | Best Final Diff |
AT 807 824 16 507 414 93 477 402 75
CFaryo _FSGLR 829 830 01 564 559 05 512 50.2 10
TRADES 812 825 -13 533 503 30 490 468 22
+SGLR 822 833 -09 558 554 04 507 501 0.6
AT 539 536 03 273 198 75 227 181 46
CFAR10p FSGLR 569 566 0.3 345 343 02 275 267 0.8

TRADES 57.9 563 1.7 299 277 22 246 234 12
+SGLR 571 574 -03 339 332 0.7 27.1 26.4 0.7
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Separable features of T-SNE plot under different noise rate.

(c) self-guided soft label
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Conclusion

m We provide empirical and theoretical understanding on robust overfitting through
the perspective of noisy label learning.

m We propose Self-Guided Label Refinement to obtain an informative label
distribution, which achieves significantly improved clean and robust accuracy.

ArXiv: https://arxiv.org/abs/2403.09101
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